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Abstract Western U.S. near-surface ozone (O3) concentrations are sensitive to transported background O3

from the eastern Pacific free troposphere, as well as U.S. anthropogenic and natural emissions. The current
75 ppbv U.S. O3 primary standardmay be lowered soon, hence accurately estimating O3 source contributions,
especially background O3 in this region has growing policy-relevant significance. In this study, we improve
the modeled total and background O3, via repartitioning and redistributing the contributions from nonlocal
and local anthropogenic/wildfires sources in a multi-scale satellite data assimilation system containing
global Goddard Earth Observing System–Chemistry model (GEOS-Chem) and regional Sulfur Transport
and dEposition Model (STEM). Focusing on NASA’s ARCTAS (Arctic Research of the Composition of the
Troposphere from Aircraft and Satellites) field campaign period in June–July 2008, we first demonstrate
that the negative biases in GEOS-Chem free simulation in the eastern Pacific at 400–900 hPa are reduced
via assimilating Aura-Tropospheric Emission Spectrometer (TES) O3 profiles. Using the TES-constrained boundary
conditions, we then assimilated into STEM the tropospheric nitrogen dioxide (NO2) columns from Aura-Ozone
Monitoring Instrument to indicate U.S. nitrogen oxides (NOx=NO2+NO) emissions at 12×12 km2 grid scale.
Improved model skills are indicated from cross validation against independent ARCTAS measurements.
Leveraging Aura observations, we show anomalously high wildfire NOx emissions in this summer in Northern
California and the Central Valley while lower anthropogenic emissions in multiple urban areas than those
representing the year of 2005. We found strong spatial variability of the dailymaximum8h average background
O3 and its contribution to the modeled total O3, with the mean value of ~48ppbv (~77% of the total).

1. Introduction

Tropospheric ozone (O3), either originating from the stratosphere [Stohl et al., 2003] or photochemically
produced in the troposphere [e.g., Monks et al., 2009], affects atmospheric chemistry, human and
ecosystem health, and the climate on local, regional, and global scales [Smith et al., 2009; Anenberg et al.,
2010; Avnery et al., 2011a, 2011b, 2013; Ainsworth et al., 2012; Bowman and Henze, 2012; Bowman et al.,
2013; Fishman et al., 2014; Shindell et al., 2009, 2013; Stevenson et al., 2013; Cooper and Ziemke, 2014].
Modifying O3 distributions rapidly changes these impacts due to its short lifetimes ranging from hours in
the boundary layer to longer than several weeks in the free troposphere [Stevenson et al., 2006; United
Nations Environment Programme and World Meteorological Organization, 2011; Task Force on Hemispheric
Transport of Air Pollution (TF HTAP), 2010; National Research Council (NRC), 2009].

Ground-level O3 is one of the six criteria air pollutants regulated by the U.S. Environmental Protection
Agency (EPA) since the 1970s (http://www.epa.gov/airquality/ozonepollution/). The current U.S. O3

primary and secondary national ambient air quality standards (NAAQS), which aim at protecting public
health and sensitive ecosystems, respectively, are both set at 75 ppbv. Based on these standards, there
still exist large O3 nonattainment areas in California [U.S. Environmental Protection Agency (EPA), 2014;
The Green Book Nonattainment Areas for Criteria Pollutants, 2014]. Ozone exceedances have also been
observed in its neighboring state Nevada [Jaffe et al., 2008, 2013; Jaffe, 2011; Langford et al., 2014], a less
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studied area with sparse surface monitoring sites. U.S. EPA is proposing to tighten the primary O3 standard
to within a range of 65 to 70 ppbv to better protect Americans’ health and the environment while taking
comment on a level as low as the European standard of 60 ppbv. The final O3 standard will be issued
in October 2015 (http://yosemite.epa.gov/opa/admpress.nsf/bd4379a92ceceeac8525735900400c27/
6ce92be958c8149285257d9c0049562e!OpenDocument, accessed in November 2014). Expanded regions in
California and Nevada are projected to violate the more stringent standard, and higher costs for reducing the
O3 levels are expected in response to these potential new thresholds [McCarthy, 2010].

Near-surface O3 variability in California and Nevada is affected by pollutants transported from the free
troposphere over the eastern Pacific, as well as the U.S.-emitted O3 precursors from anthropogenic and
natural sources [Parrish et al., 2010; Huang et al., 2010, 2013; Lin et al., 2012a, 2012b; Pfister et al., 2008;
Langford et al., 2011; Yates et al., 2013, 2014; NRC, 2009]. Over the past few decades, observations
indicate increasing O3 trends in the free troposphere in the eastern Pacific and high-altitude remote
sites in the western U.S. in spring and summer [e.g., Cooper et al., 2010, 2012, 2014; Parrish et al., 2009,
2012; Gratz et al., 2014]. This trend can be in part due to the increasing contributions from nonlocal
sources such as transported Asian pollution, and it may be correlated to the O3 variability in downwind
inland regions [Huang et al., 2010; Parrish et al., 2010; Cooper et al., 2011; Ambrose et al., 2011; Wigder
et al., 2013; Yates et al., 2014]. In contrast, decreasing trends in O3 and its precursor species are found
over the populated areas at low altitudes such as California’s South Coast and part of the Central Valley
[e.g., Pollack et al., 2013; Parrish et al., 2011; Cooper et al., 2014; Pusede and Cohen, 2012]. This reflects
their stronger sensitivity to the decreasing local anthropogenic emissions as a result of effective local
emission controls and the recent economic recession [e.g., Russell et al., 2010, 2012; Warneke et al., 2012;
McDonald et al., 2012, 2013]. In addition, changes in land use and climate modify meteorological
conditions such as temperature and water vapor, biogenic emissions [e.g., Steiner et al., 2006; Camalier
et al., 2007], as well as the frequencies and emissions of wildfires [Pechony and Shindell, 2010; van der
Werf et al., 2010], all of which can affect O3 production. The U.S. “background O3” (a model construct)
and “baseline O3” (a measured quantity) are often used interchangeably to inform the policy makers of
the O3 levels unaffected by recently emitted or produced anthropogenic emissions in the U.S. and to
suggest how much O3 from anthropogenic emission sources would be allowed for attaining the O3

standards. The different trends and variability of the various O3 contributors indicate that background
and baseline O3 tend to contribute to a greater proportion of ambient O3 in recent years and future, and
these contributions vary spatially [McDonald-Buller et al., 2011; TF HTAP, 2010; NRC, 2009]. Therefore,
better evaluating the potential NAAQS can benefit from timely updating the estimates of O3 pollution
levels and its source contribution in various geographic regions (e.g., on state or county level) with
improved accuracy.

Chemical transport models have been used to reproduce and attribute observed O3 levels in the western U.S.
[e.g., TF HTAP, 2010; Zhang et al., 2008; Lin et al., 2012a, 2012b; Pfister et al., 2008; Wild and Prather, 2006].
However, large intermodel diversity and wide ranges of model-observation discrepancies are often found,
indicating challenges with pure model simulations [e.g., Emery et al., 2012; Zhang et al., 2011; Fiore et al.,
2009, 2014; Parrish et al., 2014; Lapina et al., 2014]. One of the major sources of uncertainties comes from
the emission inputs used in model simulations: The decreasing trends of U.S. and increasing non-U.S.
anthropogenic emissions of O3 precursors may not be well represented in the outdated bottom-up
emission inventories being used, and estimates of emissions from some natural (e.g., wildfires, biogenic,
and lightning) sources can be highly uncertain as they can be episodically strong and/or meteorological
dependent. In addition, there are uncertainties in the treatment of transport, chemistry, and deposition,
varying among the different used models.

Reducing the uncertainties of the modeled total and background O3, as well as their source contributions,
can benefit from integrating the observations over three dimensions into the modeling analysis via careful
model validation and chemical data assimilation [e.g., Bouttier and Courtier, 1999; Chai et al., 2006, 2007;
Carmichael et al., 2008; Sandu and Chai, 2011; Parrington et al., 2008, 2009; Huang et al., 2013, 2014].
Among the various types of available observations, satellite retrievals routinely provide broad geographic
coverage for the distributions of O3 and its key precursor species. In this study, we integrate observations
from the NASA Aura satellite into a multi-scale chemical data assimilation system (Figure 1 and section 2)
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and aim to improve regional-modeled total and background O3 distributions in California and Nevada, by
sequentially constraining the contributions from nonlocal pollution (which approximates those
transported through the regional model boundary) and local O3 precursors’ emissions from various
sources (e.g., anthropogenic sources and wildfires). We focus on the “California” and “summer” phases of
the NASA Arctic Research of the Composition of the Troposphere from Aircraft and Satellites (ARCTAS)
field experiment from mid-June to mid-July 2008 [Jacob et al., 2010]. Previous studies using the rich
measurements collected during this campaign found that nonlocal pollutants were mixed with local
pollution from various emission sources (e.g., urban anthropogenic and wildfires), causing expanded area

Figure 1. Methodology chart including the used observations, models, and assimilation methods: (a) TES sampling density (i.e., number of days that each grid had
sample(s)/30 days) in GEOS-Chem grid and (b) OMI sampling density in STEM grid, period-mean modeled O3 a posteriori at (c) GEOS-Chem level 16 (~750 hPa)
and (d) STEM near-surface daytime (08:00–19:00 local standard time; <2 km agl); (e and f) ozonesondes at Trinidad Head (THD, location indicated in Figure 1d)
in (Figure 1e) June and (Figure 1f) July 2008; and (g) the grid-averaged near-surface O3 along six DC-8 daytime flight paths during the studied period. The flight paths
on individual days are in Figure 2a. (h) Observed period-mean daily-maximum 8 h average O3 at surface AQS (circle) and CASTNET (triangle) sites. Figures 1d, 1g, and
1h share the same color scale, and the domain-mean values are shown at the bottom left corner in each panel.
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of O3 exceedances in California [Singh et al., 2010, 2012; Huang et al., 2010, 2013; Pfister et al., 2011]. These
available nonassimilated in situ (balloon-borne, airborne, and surface) measurements during this period
(section 2.2) benefit our assessment of the effectiveness of satellite data assimilation.

The results are presented in the following order: We first show the differences between our a posteriori
results and those produced by the free-running modeling system. These include the changes in boundary
condition model O3 (section 3.1), in U.S. NOx emission inputs along with the indication of urban emission
trends and the impact of wildfires on anomalous high NOx emissions in remote regions (section 3.2), and
the resulting changes in the regional-modeled O3 distributions (section 3.3). Cross validation is conducted
to evaluate the effectiveness of the assimilation. Next, we use the surface background O3 with satellite
observation constraints to interpret the observed surface O3 exceedances in multiple California air basins
and Nevada (section 3.4). Finally, we suggest the future directions for modeling source attribution and
satellite chemical data assimilation, as well as the development of future observing system (section 4).

2. Methods
2.1. Multi-scale Modeling System and the “A Priori”

We simulate air quality in California and Nevada from 15 June to 14 July 2008 using the regional Sulfur
Transport and dEposition Model (STEM) on a 12× 12 km2 Lambert conformal conic grid with 32 vertical
layers in the troposphere [Huang et al., 2010, 2013]. The STEM simulations were driven by the
meteorological fields modeled by the Advanced Research Weather Research and Forecasting (WRF-ARW)
model [Skamarock et al., 2008] version 3.5, configured similarly to those in Huang et al. [2013]. The top and
lateral chemical boundary conditions were downscaled from hourly output of the global Goddard Earth
Observing System–Chemistry model (GEOS-Chem model) (http://geos-chem.org/; http://acmg.seas.
harvard.edu/geos/geos_chem_narrative.html, and the references therein) adjoint version 34 [Henze et al.,
2007] (http://wiki.seas.harvard.edu/geos-chem/index.php/GEOS-Chem_Adjoint_v34) on a 2° latitude × 2.5°
longitude horizontal resolution grid and 47 vertical layers (up to 0.01 hPa) in the atmosphere (surface to
~100 hPa were simulated in the lowest 35 layers). The free-running GEOS-Chem simulation, defined as
case GC_F_BASE (Table 1, together with the definitions of all model cases), used the similar key inputs to
those used in Bowman and Henze [2012], spinning-up from the previous year.

The a priori anthropogenic emissions in STEM simulations came from the 2005 National Emission Inventory
(NEI 05), and the emissions of several key gaseous species (sulfur dioxide, nonmethane volatile organic
compounds (NMVOCs), NOx, and carbon monoxide (CO)) were constantly scaled based on EPA-reported
emission trends (http://www.epa.gov/ttnchie1/trends/). Biogenic emissions were generated by Model
of Emissions of Gases and Aerosols from Nature version 2.0 [Guenther et al., 2006], driven by our
WRF-simulated meteorology. We use biomass-burning emissions from the daily Quick Fire Emission
Dataset version 2.4 (QFED, data received in December 2013) (A. S. Darmenov and A. da Silva, The Quick
Fire Emissions Dataset (QFED): Documentation of versions 2.1, 2.2 and 2.4., Vol. 38, Technical report series
on global modeling and data assimilation, NASA/TM-2015-104606, edited by R. D. Koster, in preparation,
2015). The QFED product was developed on 0.1°×0.1° horizontal resolution using a “top-down” approach,

Table 1. Modeling/Assimilation Cases in This Study (Details Are in Sections 2.1 and 2.3)a

Case Name Model TES O3 Constraints OMI NO2 Constraints Base or Background

GC_F_BASE GEOS-Chem Base
GC_T_BASE GEOS-Chem ✓ Base
GC_ScaleT_BASE (not used) GEOS-Chem ✓ Base
STEM_F_BASE STEM Base
STEM_T_BASE STEM ✓ Base
STEM_TO_BASE STEM ✓ ✓ Base
STEM_F_BKG STEM Background
STEM_T_BKG STEM ✓ Background
STEM_TO_BKG STEM ✓ ✓ Background

aEach case name is composed of three parts separating by two underscore symbols, and they refer to the used model
(GEOS-Chem (GC) or STEM), any observation constraints (F: free run, T: with TES constraints, and TO: with TES and OMI
constraints), and whether it is a base (including all emission sectors) or a background (no anthropogenic) simulation.
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in which the amount of combusted biomass was derived from the fire radiative power and wildfire locations
observed by the Moderate Resolution Imaging Spectroradiometer instrument, and species-specific emission
factors were applied to generate the fire emissions. Previous studies on Canadian and Saharan biomass-
burning regions indicate higher QFED aerosol emissions than some other emission estimates, which may
be associated with positive biases [e.g., Bian et al., 2013; Zhang et al., 2014].

In an additional simulation, we estimate background O3 by zeroing out the anthropogenic emissions in STEM.
The free-running base and background STEM simulations are defined as cases STEM_F_BASE and STEM_F_BKG,
respectively. Slightly different from the method in Lapina et al. [2014], U.S. anthropogenic emissions in the
boundary condition model (GEOS-Chem) simulation were not turned off in case STEM_F_BKG, as we assume
that boundary condition O3 concentrations in the eastern Pacific were mostly affected by “background”
sources. This assumption is verified by quantifying the contributions of U.S. anthropogenic emissions to O3

along the STEM western boundary in the eastern Pacific, based on the differences between cases
STEM_F_BASE and STEM_F_BKG. Results indicated that during this period, the recirculated U.S.
anthropogenic pollution only negligibly (i.e.,<6%) contributed to the total O3 at any point along this boundary.

2.2. Observations

The level 2 (L2) O3 profiles version 4 measured during both day and nighttimes from the Aura-Tropospheric
Emission Spectrometer (TES) instrument [Beer, 2006] (http://tes.jpl.nasa.gov) were assimilated into the global
GEOS-Chem model. Compared to the tropospheric O3 profiles from other satellite instruments, TES O3, in
general, show larger degree of freedom for signal (~2.0) [e.g., Zhang et al., 2010], the trace of the
averaging kernel matrix, which represents the sensitivity of the retrieved state to the true state [Rodgers,
2000]. TES O3 retrievals generally have strong sensitivity to the free troposphere and show <15% positive
biases over lidar and ozonesonde profiles in previous validation studies [Nassar et al., 2008; Richards et al.,
2008; Boxe et al., 2010; Verstraeten et al., 2013]. Using different methods, earlier versions of TES O3 profiles
have been assimilated into several global models [e.g., Parrington et al., 2008, 2009; Pierce et al., 2009;
Singh et al., 2011a, 2011b; Miyazaki et al., 2012], including older versions of GEOS-Chem. Many of these
assimilation experiments showed enhanced analysis O3 concentrations in the lower free troposphere,
which better agreed with independent ozonesondes. The TES-constrained surface daytime (12:00–18:00
local times) background O3 levels in the western U.S. are 1–9 ppbv higher than those based upon a
GEOS-Chem free run [Parrington et al., 2009]. The grid-scale sampling density of the assimilated TES
observations in this study is illustrated in Figure 1a. Polar orbit sampling resulted in larger density in
high-latitude regions. Benefiting from the “step and stare” special observations (http://tes.jpl.nasa.gov/
visualization/l2plots/) that supported the ARCTAS and Oxidant and Particle Photochemical Processes
campaigns, higher sampling densities are found in Asia, the Pacific, and some western U.S. states.

Nitrogendioxide (NO2) tropospheric columnmeasurements takenat early afternoon local timesby theAura-Ozone
Monitoring Instrument (OMI) [Levelt et al., 2006] were assimilated into the regional STEM model, and the
version 2.0 product developed by the Royal Netherlands Meteorological Institute was used [Boersma et al.,
2011a, 2011b]. OMI NO2 has recently been assimilated into STEM during the California Research at the
Nexus of Air Quality and Climate Change field campaign in May 2010 [Huang et al., 2014] to generate grid-
specific a posteriori NOx emissions and improve the modeled chemical fields over the western U.S. We use a
similar setup in this study. The grid-scale sampling densities of the assimilated OMI observations indicate
higher values in central and southern California in this month (Figure 1b).

Different types of in situ measurements over three dimensions are used as independent observations to assess
the effectiveness of the assimilation. They include (1) electrochemical cell ozonesondes [Thompson et al., 2011]
launched at Trinidad Head (THD; 40.8°N, 124.2°W; location denoted in Figure 1d) within the Arctic Intensive
Ozonesonde Network Study protocol (http://croc.gsfc.nasa.gov/arcions/). THD is a Northern California coastal
site designed to characterize the air masses entering the U.S. [Oltmans et al., 2008]. These profiles on 8days
in June and 12days in July measured within 11:00–14:00 Pacific daylight time (18:00–21:00 UTC) show strong
O3 variability in the free troposphere (Figures 1e and 1f). (2) Near-surface (i.e., <2 km, above ground (agl))
O3, NO2, and total reactive nitrogen (NOy) observations collected during six NASA DC-8 flights (Figure 1g)
over various locations in the eastern Pacific and California (on 18, 20, 22, 24, and 26 June and 13 July 2008,
flight paths on individual days shown in Figure 2a), mostly during the daytimes. The 1min merged data
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were used as they have a closer spatial resolution to STEM’s considering that the DC-8 aircraft has a top speed of
~14km/min. Ozone and NOy were measured by National Center for Atmospheric Research (NCAR)’s four-
channel chemiluminescence instrument [Weinheimer et al., 1993, 1994] (https://cloud1.arc.nasa.gov/arctas/
docs/instruments/NOxyO3.pdf). The NO2 measurements were made by two teams using the methods of
thermal-dissociation laser-induced fluorescence [Day et al., 2002] and chemiluminescence detection with
photolytic conversion [Weinheimer et al., 1993, 1994], respectively. We calculated the averages of the two
sets of measurements for model evaluation. (3) Hourly O3 from U.S. EPA Air Quality System (AQS) and Clean
Air Status and Trends Network (CASTNET) surface sites (Figure 1h), measured by the ultraviolet absorbance
method [Office of Air Quality Planning and Standards, 2008; Clean Air Status and Trends Network, 2009]. Both

Figure 2. (a) DC-8 flight paths on 6 days during the studied period. (b–d) Evaluation of STEM-modeled near-surface (left column) O3, (middle column) NO2,
and (right column) NOy, along the six DC-8 flight paths, gridded to STEM resolution. Figure 2b shows the observed fields. Figure 2c shows the fractional bias
(2 × (modeled� observed)/(modeled + observed), unitless) in case STEM_F_BASE, and Figure 2d shows the differences in fractional error (2 × |modeled� observed|/
(modeled + observed), unitless) between cases STEM_TO_BASE and STEM_F_BASE. Domain-mean values are indicated at the bottom left corner of each panel in
Figures 2b–2d. The assimilation reduced domain-widemean biases from 3.89 to 1.53 ppbv, 0.32 to�0.26 ppbv, and 0.71 to 0.32 ppbv, for O3, NO2, and NOy, respectively.
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the aircraft and surface O3 observations show expanded areas of exceedances near the surface in California
(Figures 1g and 1h).

2.3. Satellite Chemical Data Assimilation

Assimilation was applied sequentially in global and regional models to constrain the contributions to O3 from
nonlocal and local sources, respectively (Figure 1). The TES O3 profiles were first assimilated into GEOS-Chem
using the three-dimensional variational (3D-Var) approach [Singh et al., 2011a, 2011b], provided by
GEOS-Chem Multi-mission Observation Operator (M2O2) system (http://wiki.seas.harvard.edu/geos-chem/
index.php/Multi-mission_Observation_Operator_%28M2O2%29, and the references therein), a research
task under NASA’s Advanced Collaborative Connections for Earth System Science program, which aims to
provide a mission-generic data assimilation capability for the GEOS-Chem adjoint model community (case
GC_T_BASE; Table 1). We conducted a sensitivity test, in which the TES retrievals were multiplied by 0.85 to
correct the known biases reported in literature (case GC_ScaleT_BASE). The a posteriori O3 fields from both
GC_T_BASE and GC_ScaleT_BASE cases were evaluated against the THD ozonesondes. The GC_T_BASE
case shows better agreement with THD ozonesondes in the free troposphere at 400–900 hPa and
therefore was selected for the follow-on analysis. These results are consistent with those in Miyazaki et al.
[2012], who explored the impact of bias correction on the assimilation of TES O3 into a different global
model and concluded that applying constant scaling factors can improve the a posteriori only over certain
regions. Then, using the TES-constrained boundary conditions extracted from case GC_T_BASE, STEM
simulations were conducted using the a priori emission inputs (case STEM_T_BASE) and those constrained
by OMI NO2 tropospheric columns using the four-dimensional variational (4D-Var) approach [Chai et al.,
2009; Huang et al., 2014]. The 4D-Var regional assimilation generated grid-specific a posteriori NOx

emissions. The same scaling factors were applied to NMVOCs, which are also important O3 precursors. This
is consistent with (1) the conclusions by McDonald et al. [2013], who indicated near-constant NOx/NMVOC
emission ratios in recent years over regions affected predominantly by mobile sources (e.g., urban areas);
(2) the suggestions in the EPA-reported nationwide emission trends that relative changes of NOx and
NMVOC emissions during 2005–2008 are similar (i.e., ~10% decreases); and (3) the assumption that NOx

and NMVOC emissions from biomass burning are correlated. Similar coscaling methods have been used
between CO and NMVOCs emissions [e.g., Brioude et al., 2013]. The resulting NO2, NOy, and O3 fields were
cross validated with available surface and aircraft in situ measurements. We define the base STEM
simulation with OMI constraints as case STEM_TO_BASE (Table 1).

Two additional simulations were conducted to calculate the background O3 with the TES O3 or/and OMI NO2

constraints. In case STEM_T_BKG, we used the same inputs as those in case STEM_F_BKG, except the
TES-constrained boundary conditions. Further, in case STEM_TO_BKG, we used the same inputs as those in
case STEM_T_BKG, except that we scaled the U.S. biomass-burning emissions only in the grids where the a
priori QFED wildfire emissions are nonzero (mostly in remote regions), using the scaling factors generated
from the regional assimilation. This method assumes that the regional assimilation identically adjusted
biomass burning and anthropogenic emissions in these grids.

3. Results and Discussion
3.1. Ozone Improvement in TES-Constrained Boundary Condition Model

We quantify the changes in GEOS-Chem-modeled O3 from the assimilation of TES O3. We focus on the
GEOS-Chem O3 at altitudes between 700 hPa and 900 hPa in the eastern Pacific (latitude/longitude ranges
of 30–50°N/140–120°W), as multiple studies have indicated that air masses at ~1–4 km in the eastern
Pacific can impact inland near surface O3 at later times in California [e.g., Huang et al., 2010; Parrish et al.,
2010; Yates et al., 2014]. The a posteriori O3 fields indicate domain-wide mean of 45.3 ppbv, ranging from
<40 ppbv in the northeastern Pacific to >50 ppbv near shore and inland (Figure 3b). The posteriori
enhanced the a priori by ~6 ppbv in average, increasing with latitude (Figures 3a–3c).

Ozone fields in GC_F_BASE and GC_T_BASE cases were compared against ozonesondes launched at THD. The
vertical distributions of observed and GEOS-Chem O3 in June and July 2008 are shown in Figures 3e–3f. The
assimilation enhanced GEOS-Chem O3 by 7.3 ppbv (16.3%) at 400–900 hPa, which reduced the biases from
�11.5 ppbv (�20.3%) to �4.2 ppbv (�7.4%). We further explored the observed and GEOS-Chem O3
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temporal variability at ~750 hPa (Figure 3d). Multiple O3 peaks (>60 ppbv) were observed possibly due to the
impact of long-range transport of Asian pollution (22–25 June and 6–8 July) and U.S. biomass-burning
emissions (22–25 June, 27 June to 1 July, and 11–12 July), according to previous findings [e.g., Huang et al.,
2010, 2013; Jaffe et al., 2013]. The assimilated O3 fields were enhanced by 1.9–19.3 ppbv relative to the
free-running GEOS-Chem, with the period mean of 7.0 ppbv (15.8%). Although the assimilated fields are in
better agreement with ozonesondes, there still remains a �3.9 ppbv (�7.0%) negative biases, and the O3

Figure 3. Period-mean O3 in case (a) GC_F_BASE, (b) GC_T_BASE, and (c) the differences between Figures 3a and 3b with the TES sampling locations overlaid as
purple plus signs. Figures 3a–3c were averaged from GEOS-Chem vertical level 7 to level 18 (~700–900 hPa in the eastern Pacific), and the domain-mean values
are indicated at the bottom-left corner of each panel. (d) Time series of observed and GEOS-Chem-modeled O3 at ~750 hPa at THD. The observations were
calculated by binning the fine vertical resolution ozonesondes to GEOS-Chem level 16. Period-mean and standard deviation (horizontal lines) of observed and
GEOS-Chem-modeled O3 vertical profiles at THD in (e) June 2008 and (f ) July 2008. The observations were calculated by binning the fine vertical resolution
ozonesondes to each GEOS-Chem vertical layer.
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variability (standard deviation) is underestimated by a factor of 2. The most significant improvement of
>15 ppbv occurred during the previously reported [Huang et al., 2010, 2013] (https://cloud1.arc.nasa.gov/
arctas/flightDocs.php) strong trans-Pacific anthropogenic and wildfire pollution transport periods (i.e.,
22/24 June and 6 July).

3.2. NOx Emission Changes by Assimilating OMI NO2

Over the California-Nevada domain, the assimilation of OMI NO2 columns generated NOx emission a posteriori
of 0.4 TgN/yr (Figure 4a). Compared to the sum of original NEI 05 and natural emissions, the a posteriori is 37%
lower in themodel grids that had nonzeromonthly-mean biomass-burning NOx emissions and 25% lower in the
rest of the grids. Cross validation of the NO2 and NOy fields against aircraft measurements suggests an overall
improvement: The mean fractional bias (i.e., 2 × (modeled� observed)/(modeled+observed), unitless) for NO2

and NOy was reduced by ~39% and ~21%, respectively. The improvement is especially notable near the urban
areas and its downwind regions, as well as the wildfire locations in Northern California (Figures 2b–2d).

The major sources of the positive biases in the daily-mean QFED wildfire emissions (Figure 4b) suggested by
the assimilation results include (1) the omission of diurnal cycle. Mu et al. [2011] emphasized the importance
of including diurnal cycle in biomass-burning emissions for accurately modeling CO concentrations. Diurnal
cycle of biomass-burning emissions has been imposed in several modeling systems (e.g., GEOS-5) and would
be also implemented into this modeling system in future and (2) the used emission factors from Andreae and
Merlet [2001], dependent on the vegetation classifications. Our modeled CO near wildfires did not suggest
such large positive bias in the QFED CO emissions (not shown in Figure) nor did another ARCTAS study by
Bian et al. [2013]. The emission ratio between NOx and CO in QFED is ~0.026 over the forest regions in
Northern California and as high as ~0.056 in the Central Valley Savanna regions. These ratios are more
than twice higher than what is indicated by ARCTAS aircraft observations: Singh et al. [2010] reported the
enhancement ratio between NOx (or NOy) and CO to be <0.01 in fresh biomass-burning plumes.
Therefore, the NOx emission factors used for producing QFED emissions are likely unrealistic for this case.
Indeed, natural variation of emission factors has been known to be one of the major sources of
uncertainty in biomass-burning emission estimates [van Leeuwen and van der Werf, 2011]. However, our
top-down approach over the wildfire-impacted regions may be complicated by the less understood flux
uncertainties and higher uncertainties in OMI’s air mass factors [Bousserez, 2014] and averaging kernel
vectors propagated from those in the Tropospheric Model 4 NO2 a priori used in the vertical column
retrievals. Despite the positive biases in QFED emissions, the a posteriori estimates show anomalously high
NOx emissions in summer 2008 from wildfire emissions in Northern California and the Central Valley
(Figure 4c), which can contribute to higher background O3 than in 2005.

The ~25% reduction of NOx emissions in nonfire grids, mainly from the anthropogenic emission sources, suggests
that the NEI 05 NOx emission estimates did not well represent the actual emissions during the studied period.
Significant reductions are found over several key urban regions (Figure 4c): Las Vegas (LV 36.2°N, 115.2°W;
�38.9%), San Francisco (SF; 37.6°N, 122.0°W; �45.5%), and Los Angeles (LA; 34.0°N, 117.9°W; �32.4%). These
reductions are stronger than the Central Valley urban regions such as Fresno (FS 36.7°N, 119.75°W; �14.6%).
These reductions can be partially due to the effective emission controlling strategies and the recent

Figure 4. (a) A posteriori period-mean NOx emissions from all source sectors from this study for summer 2008. (b) Differences of NOx emissions in nonzero wildfire
emission grids: a posteriori-a priori. (c) Differences of NOx emissions: a posteriori (this study)—(NEI 05 + nonfire natural emissions, as a proxy to the 2005 conditions).
Locations of several urban areas discussed in section 3.2 are denoted.
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economic recession, as discussed in previous observation-based and model-based studies that found region-
dependent declining trends in NOx concentrations and emissions in California since 2005 [e.g., Russell et al.,
2010, 2012; Huang et al., 2014]. A possible additional reason is that the NEI 05 NOx emission estimates have
spatially and temporally varying uncertainties for the base year of 2005; e.g., Lamsal et al. [2014] showed that
in 2005, the U.S. NOx emissions in NEI 05 was higher than their OMI-constrained emission estimate during
summertime but is opposite for springtime. Their annual mean bottom-up and top-down estimates for 2005
are close over the U.S. due to compensation of positive and negative differences found on small scales, but
discussions focusing on California-Nevada regions are lacking in their study. A separate study using our
assimilation system that explores NOx emissions in the base year of 2005 can help prioritize these two
reasons, and routinely taken in situ measurements associated with low uncertainties are favored for the
purpose of cross validation. It is worth exploring better modeling and assimilation setup (e.g., alternative
WRF configurations especially over the areas with complex terrains and more experiments on the length of
assimilation window considering the variable NOx lifetimes).

3.3. Near-Surface O3 Changes From the Multi-scale Assimilation

Figures 5a–5c show that near-surface daytime (i.e., 08:00–19:00 local standard time, <~2 km agl) O3

increased by ~4ppbv in response to the changes in the GEOS-Chem boundary conditions, with the largest
changes (4–6 ppbv) occurring in the high-elevation areas (i.e., terrain heights of 1–3 km) in Northern
California and the Sierra-Nevada Mountain region and the minimum values (~2 ppbv) in the Central Valley.
The spatial patterns of these changes are similar to those in GEOS-Chem in the free troposphere but are
~1–2 ppbv smaller in magnitude. Steiner et al. [2006] used the Community Multiscale Air Quality (CMAQ)
regional model at 4 km horizontal resolution over a smaller domain centered in the SF Bay area to study
the sensitivity of O3 chemistry in Northern-Central California to western boundary conditions in summer
2000. They showed that the changes in O3 chemical boundary conditions from constant 30 ppbv to
40 ppbv, along with the enhancement in CO and methane boundary conditions, led to increases in
transported O3 to California as well as modified local chemical production/loss. They reported 4–7 ppbv of
O3 increases in the SF-Monterey Bay areas but <3 ppbv in the Central Valley, as a result of the different net
changes in transported and chemical production/loss rates. Our sensitivities indicate similar decreasing
spatial gradient from the ocean in both SF and LA coastal urban regions, also reflecting fast chemistry over
the high-emission regions (e.g., hydroxyl radical (OH) mixing ratios are up to 10 times higher than in the

Figure 5. Changes in STEM-modeled daytime total O3 between various cases: (a and d) STEM_T_BASE-STEM_F-BASE, indicating the differences made by using
TES-constrained GEOS-Chem boundary conditions; (b and e) STEM_TO_BASE-STEM_T-BASE, indicating the differences made by constraining U.S. emissions with
OMI; and (c and f) STEM_TO_BASE-STEM_F-BASE, indicating the net effects of integrating both TES and OMI measurements. Figures 5a–5c illustrate the near-surface
O3 differences (i.e., averaged from the model surface to ~2 km agl), and the domain-mean values are indicated at the bottom left corner of each panel. Figures 5d–5f
show the histograms of O3 differences in all grids near the surface (blue), at the surface grids (dark green), and only sampled at the surface monitoring sites (red).
The vertical dash lines indicate the median values for each case.
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rural and remote areas inland). Near-surface O3 dropped by ~5 ppbv in response to the changes in U.S.
emissions, most strongly in the Central Valley and in Southern California downwind of LA (>8 ppbv). The
net changes of O3 caused by updating both the boundary conditions and U.S. emissions indicate
decreases of 3–7 ppbv in the Central Valley and Southern California, whereas increases of 1–5 ppbv in
Northern California and Nevada, and no notable net changes are found in central Nevada and the Sierra-
Nevada Mountain regions. These results indicate that the multi-scale assimilation repartitioned the
contributions of O3 from nonlocal and local sources in California and Nevada and redistributed modeled
near-surface O3 in these regions.

The a posteriori O3 fields (in case STEM_TO_BASE) were cross validated against independent near-surface aircraft
(Figures 2b–2d) and surface measurements (Table 2) during this period, showing overall improvement from the
a priori: the mean fractional error (i.e., 2 × |modeled� observed|/(modeled+observed), unitless) in modeled
near-surface O3 along flight paths and the daily maximum 8h average (MDA8; the metric for U.S. O3 primary
standard) at surface monitoring sites were reduced by ~20% and ~18%, respectively. The most significant
improvement occurred in the areas of frequent O3 exceedances such as the Central Valley and Southern
California. The assimilation hardly improved O3 in the Bay area where O3 exceedances were less frequently
observed. Urban-scale modeling with better meteorological fields and NMVOC treatments (chemistry, total
emission, and speciation) will be needed for better simulating O3 in these regions.

We further explored the vertical andhorizontal variability of themodelednear-surfaceO3 changes in response to
the changes in boundary conditions and regional emissions. Vertically, we compared O3 changes at the surface
and near the surface. Although surface and near-surface changes show similar spatial patterns, the modeled
surface O3 concentrations are more sensitive to changes in the U.S. emissions and less sensitive to the
boundary conditions than near-surface O3 concentrations. The differences can be as high as ~2ppbv on grid
scale but <0.5 ppbv in average domain wide (histograms in Figures 5d–5f). Horizontally, we compared the O3

changes in all model surface grids and those sampled only at surface monitoring sites. The significantly
different shapes of the histograms (Figures 5d–5f) in these comparisons indicate that the changes that
occurred after the assimilation at existing surface sites did not well represent those that occurred in all grids, as
also shown in Figures 5a–5c. What the surface sites do not cover include many rural and remote regions in
Nevada and California. In general, the changes of modeled O3 in these observation-unavailable grids are larger

Figure 6. The differences of daytime surface O3 between various cases: (a) GC_T_BASE-GC_F_BASE, (b) STEM_T_BKG-STEM_F_BKG, (c) STEM_T_BASE-STEM_F_BASE.
Period-mean daytime surface pressure from (d) GEOS-5/Chem and (e) WRF-STEM modeling systems. Domain-mean values are indicated at the bottom left corner of
each panel.
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in response toupdates inboundary conditions, andmuchsmaller in response tochanges inemissions, compared
to those in the rest of the grids. Some near-surface locations where the strongest sensitivities to boundary
conditions and/or U.S. emissions occurred were not sampled by the DC-8 aircraft either.

The impact of assimilating TES O3 into GEOS-Chem on daytime surface O3 in bothmodels is also compared. The
GEOS-Chem surface O3 enhancements are ~1ppbv higher than STEM’s surface background and total O3

responses to the updated GEOS-Chem boundary conditions (i.e., domain-wide mean of 4.3 ppbv and
3.4 ppbv, respectively; Figures 6a–6c). This can be mainly due to the different terrain heights (indicated by
surface pressure from the two models shown in Figures 6d and 6e) and transport that are in part dependent
on the model resolution. Whether or not there were TES data in the California-Nevada regions (STEM
domain) can also be a factor. The changes in STEM surface total and background O3 are different in spatial
distributions despite their similar domain-wide mean values. This feature indicates that the inclusion of U.S.
anthropogenic emissions modified the sensitivities of chemical production/loss in STEM on grid scale to the
changes in chemical boundary conditions; i.e., the chemical coupling between transboundary and locally
produced O3 pollution is nonlinear. The surface O3 enhancements in GEOS-Chem are ~1–2ppbv smaller
than those in the free troposphere shown in Figure 3c. This feature reflects the dilution that occurred as the
air masses descended inland to affect the boundary layer air quality. Compared to results in Parrington et al.
[2009], assimilation of TES O3 in this study resulted in similar changes in GEOS-Chem surface O3 in Northern
California (~6ppbv) but ~2–3ppbv lower changes in Southern California and Nevada. This is mainly due to
the different synoptic conditions in the two studied periods but is possibly also due to the selected versions
of GEOS-Chem and TES O3.

Figure 7. Modeled period-mean surfaceMDA8 backgroundO3 in (a) ppbv and (b) percentage contributions to the total O3. Domain-mean values are indicated at the
bottom left corner of each panel. (c) Various geographical regions are defined: (pink) Sacramento Valley, (orange) San Joaquin Valley, (blue) Southern California,
(light green) rest of California, and (grey) Nevada. (d) Contributions of background O3 (case STEM_TO_BKG, green bars) and local anthropogenic emissions
(STEM_TO_BASE-STEM_TO_BKG, red bars) to theMDA8 exceedances at AQS and CASTNET surface sites in various regions defined in Figure 7c, using the current 75 ppbv
and potential thresholds of 60, 65, and 70 ppbv denoted as horizontal blue dash lines. The error bars (in black line) indicate the observation-modeled discrepancies.
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3.4. A Posteriori Background O3 and Its Interpretation of Observed Surface O3 Exceedances

The period-mean backgroundMDA8 O3 with observation constraints (in case STEM_TO_BKG) ranges spatially
from 35 to 65 ppbv, with the domain-wide mean of ~48 ppbv (Figure 7a). The percentage contributions of
these estimated background O3 to the modeled total O3 are 45–65% in the Central Valley and Southern
California, and exceed 80% over the high-terrain remote regions in Northern California and the Sierra-
Nevada Mountain, with the domain-wide mean of ~77% (Figure 7b). Although background O3 averaged in
all model grids is close to what is averaged only at the surface monitoring sites, the mean percentage
contribution of background O3 to total O3 averaged in all grids is ~7% higher than what is calculated only
at the surface sites (Table 2). This indicates that during this period, the existing surface monitoring
network missed a large area mainly affected by background O3. These include park regions where the O3

pollution can be a concern for the tourists. Our background O3 estimates fall in the range from 30 to
>60 ppbv reported in previous studies by Mueller and Mallard [2011] and Emery et al. [2012] in the western
U.S. during fire-affected periods in other years. The spatial patterns of our background O3 percentage
contributions to the total O3 at surface sites show similar spatial gradients as those documented by U.S.
EPA based on the Comprehensive Air-quality Model with extensions (CAMx) regional model calculations in
2007 in the same regions [U.S. EPA, 2014]. The contributions to the total O3 in urban areas (mostly at low
elevations) (40–60%) are smaller than those in the high-elevation rural and remote regions (>80%), which
is consistent with the findings by Lefohn et al. [2014] that focus on the entire U.S.

We calculated the meanMDA8 total and background O3 (in ppbv and % contributions to the total O3) at each
surface site on the days when the observed MDA8 was over a certain threshold (i.e., 60, 65, 70, 75 ppbv).
Statistics of results at all surface sites are summarized in Table 2. It is shown that O3 exceedances in case

Figure 8. (column 1) The observed MDA8 at surface AQS (circles) and CASTNET (triangles) sites. (column 2) Number of days
of O3 exceedances at these sites. (column 3) Fractional bias (FB = 2 × (modeled� observed)/(modeled + observed)) of
modeled MDA8 in case STEM_TO_BASE at the surface sites. The value at each surface site was averaged through the
studied month for the days that the MDA8 exceeded (a) 60 ppbv, (b) 65 ppbv, (c) 70 ppbv, and (d) 75 ppbv. Statistics of the
observed and modeled O3 data are summarized in Table 2.
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STEM_TO_BASE are best modeled, i.e., associated with the smallest mean fractional errors. The mean and
standard deviation of the absolute background O3 increase with the threshold, i.e., ranging from 48.9 ppbv
on all days to 56.5 ppbv on days when the observed O3 exceeded 75 ppbv. However, the contributions to
the modeled total O3 are similar (~67%). This indicates that large-scale background O3 is positively
correlated with the total O3. The a posteriori background O3 at all these surface sites were ~5–8 ppbv
lower than the a priori estimates, a net effect of the ~3 ppbv of enhancement by bringing up boundary
conditions and the ~8–11 ppbv decreases by bringing down the U.S. wildfire emissions. These differences
indicate the importance of incorporating observations to accurately attribute the observed O3

exceedances in the western U.S.

Figure 9. (left column) STEM estimated background MDA8 in case STEM_TO_BKG at the surface sites. (right column)
Percentage contribution of background O3 to the total O3 (i.e., the ratio of STEM MDA8 between STEM_TO_BKG and
STEM_TO_BASE). The value at each surface site was averaged through the studied month for the days that the MDA8
exceeded (a) 60 ppbv, (b) 65 ppbv, (c) 70 ppbv, and (d) 75 ppbv. Statistics of themodeled backgroundO3 data are summarized
in Table 2.
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The spatial distributions of the observed MDA8 on days exceeding the multiple thresholds are shown in
Figure 8, along with model evaluation, and the corresponding background O3 contributions are shown in
Figure 9. The results are summarized as bar plots by various subregions including several California air
basins and Nevada (Figure 7d). Highest total O3 occurred in the San Joaquin Valley, followed by Southern
California, Sacramento Valley, rest of California, and Nevada. In most of these subregions, the differences
between the O3 standard and the estimated background O3 decrease as the threshold decreases,
suggesting that more effective U.S. emission control actions will need to be taken in order to attain the
lower potential O3 standards (exception is found at Nevada sites for days exceeding 75 ppbv in which the
fewest data samples were used in the calculation). Due to the strong wildfires impacts in this summer,
background O3 in California’s Sacramento Valley is only <10 ppbv below each threshold. The background

O3 in Sacramento Valley is >5 ppbv higher than in San Joaquin Valley that also has low terrain heights but
was away from the wildfires. Although the “rest of California” subregion was also less strongly affected by
wildfires than Sacramento Valley, background O3 there is 2–3 ppbv higher than in San Joaquin Valley, as it

contains remote areas of complex terrain, which are more subject to the transported background O3

impacts. The lowest background O3 levels occurred in Southern California where larger anthropogenic O3

would be possible (up to 20 ppbv) without exceeding the NAAQS.

4. Summary and Suggestions for Future Directions

This study integrates TES O3 profiles and OMI tropospheric NO2 columns into a multi-scale assimilation
system composed of the global GEOS-Chem model and the regional STEM models, for better attributing
the sources impacting western U.S. air quality. This system repartitioned and redistributed the
contributions from nonlocal and local anthropogenic/wildfires sources to the modeled total and
background O3 in California and Nevada during the NASA ARCTAS field campaign period in summer 2008.

We computed the mean observation-constrained surface background MDA8 O3 to be ~48 ppbv in
California and Nevada, which contributed to ~77% of the modeled total O3. Due to the strong wildfire

impacts during the studied period, the highest background O3 occurred in California’s Sacramento Valley,
where it was <10 ppbv below the current and several proposed O3 primary standards on the observed

days of exceedance. Lowest background O3 occurred in Southern California, and on observed days of O3

exceedances, larger additional anthropogenic contributions (up to 20 ppbv) would be possible without
exceeding the multiple thresholds.

We show that for all days and in all model grids, the observation-constrained background O3 was 2.4 ppbv
lower than the estimates from a free-running modeling system, as a result of a 3.3 ppbv increase in the
nonlocal source contributions offset by a 5.7 ppbv of decrease in the local biomass-burning source
contributions. The net differences are almost twice as large (i.e., 4.4 ppbv) if sampled only at the surface
monitoring sites that do not cover many rural and remote regions in Nevada and California. In general, the
changes of modeled O3 in these observation-unavailable grids are larger in response to updates in boundary
conditions, compared to those in the rest of the grids, whereas much smaller in response to changes in
emissions. Therefore, there exists limitation in the current surface in situ network as certain regions that are
sensitive to nonlocal sources and/or U.S. emissions are not included. In addition, GEOS-Chem O3 in this study
was evaluated only at one ozonesonde location in the western U.S., which indicated that the assimilation of
TES observations improved the simulated contributions from transboundary pollution. Such evaluation can
benefit from incorporating routine measurements of O3 profiles overexpanded regions (e.g., surface lidar
networks such as Tropospheric Ozone Lidar Network and Measurement of Ozone and Water Vapor on Airbus
In-service Aircraft (MOZAIC)-like projects that take measurements on commercial aircraft). The NOx and NOy

fields were only cross validated with independent aircraft measurements to indicate the improved
contributions from U.S. emissions. However, aircraft measurements are limited in space and time. Most of
the surface NO2 measurements taken by chemiluminescence detection at U.S. monitoring stations with

catalytic conversion on a molybdenum surface are known to be sensitive to some other NOy species [e.g.,
Dunlea et al., 2007]. The alternative photolytic conversion method avoids these positive biases [Hall et al.,
2012], and its broader application could benefit the evaluation of top-down NOx emission estimates.
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We recommend that in future, suchmulti-scale modeling and assimilation techniques to be extensively applied
in chemical transport models. As shown by Parrington et al. [2008], assimilation of TES O3 into different models
can result in different a posteriori O3, and therefore, multi-model assimilation and intercomparison should be
encouraged for better assessing and reducing residual uncertainties. Currently, multiple global models
already have satellite data assimilation capability, e.g., GEOS-Chem, Realtime Air Quality Modeling System
(RAQMS) [Pierce et al., 2007], and Global and regional Earth-system Monitoring using Satellite and in-situ data
(GEMS)/Monitoring Atmospheric Composition and Climate project (MACC) [Schere et al., 2012] (http://www.
gmes-atmosphere.eu/documents/reports/), and they could serve as observation-constrained boundary
conditions for regional models. The development and improvement in regional-scale assimilation capability
should be strongly encouraged. Efforts could be made to increase the number of models that have the
regional 4D-Var assimilation capability, to better understand the factors affecting the assimilation results in
order to improve the similar assimilation methods, and to explore the alternative methods (e.g., see related
discussions in Singh et al. [2011b], Chai et al. [2009], and Huang et al. [2014]).

We suggest similar source attribution analysis to be applied during extended periods and overexpanded
regions; in that, a number of U.S. states are subject to periodically strong impacts of stratospheric intrusion
and long-range transport of pollution from Asia and Europe [e.g., Lin et al., 2012a, 2012b]. The
extraregional pollution impacts can be seasonal and interannually variable [e.g., TF HTAP, 2010]; U.S. NOx

emission reductions occurred in various regions during the past decade, particularly from the megacities
and power plants [e.g., Parrish et al., 2011; Duncan et al., 2013; de Gouw et al., 2014]; certain U.S. emission
sources may be missing or highly uncertain in bottom-up emission estimates but are detectable in space
(e.g., flaring in North Dakota and Texas and biomass burning).

High-resolution regional assimilation would also benefit from the integration of newer and/or future satellite
observations, preferably those with improved retrieval algorithms and/or better quantification of the retrieval
uncertainties. Future satellite missions will routinely provide daytime measurements of O3 and its key
precursors with fine footprints; e.g., the TROPOspheric Monitoring Instrument (TROPOMI) on Sentinel-5 to be
launched in 2015 [Veefkind et al., 2012] and the geostationary Tropospheric Emissions: Monitoring of Pollution
(TEMPO) to be launched in 2018–2019 [Hilsenrath and Chance, 2013] are designed to have footprint sizes of
~7×7km2 and ~2×5km2 (over California), respectively (http://www.knmi.nl/research/climate_observations/
news/images/20110411_EGU_veefkind_poster_egu_tropomi.pdf; http://acmg.seas.harvard.edu/presentations/
aqast/jun2014/Day1_AM/3-KChance-AQAST-17jun2014.pdf). Ozone retrievals have achieved higher sensitivity
in the boundary layer; e.g., Fu et al. [2013] demonstrated the robustness of combining ultraviolet and infrared
radiances from TES and OMI to obtain improved O3 retrievals with stronger sensitivity in the troposphere
including the boundary layer. Such techniques should also be applicable to newer instruments such as the
Cross-track Infrared Sounder (CrIS) and Ozone Mapping and Profiler Suite (OMPS) instruments on the Suomi
NPP satellite, as well as future satellite missions.

Furthermore, we suggest reducing uncertainties in the estimates of other background and total O3

contributors, such as biogenic VOCs and lightning NOx emissions. Although we focus on O3 in this study,
such multi-scale assimilation technique is applicable for studying other trace gases (e.g., CO) and aerosols.
Constructing multi-scale multi-species chemical data assimilation system would be encouraged.
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